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Abstract

Large Language Models (LLMs) are rapidly
gaining traction in a variety of applications, per-
forming impressively in numerous tasks. De-
spite their capabilities, there are rising con-
cerns about the safety and the reliability of
these systems, particularly when they are ex-
ploited by malicious users. This study aims
to assess LLMs on two critical dimensions:
Robustness and Reliability. For the Robust-
ness component, we evaluate the robustness
of LLMs against in-context attacks and adver-
sarial suffix attacks. We further extend our
analysis to Large Multi-modal models (LMMs)
and examine the effect of visual perturbations
on language output. Regarding Reliability, we
examine the performance of well-known LLMs
by generating passages about individuals from
the WikiBio dataset and assessing the inci-
dence of hallucinated responses. Our evalu-
ation employs a black-box protocol conducted
in a zero-resource setting. Despite security pro-
tocols embedded inside these models, our ex-
periments demonstrate that these models are
still vulnerable to different attacks. Our code is
available at https://github.com/rohit901/
LLM-Robustness-Reliability

1 Introduction

Recent advancements in Large Language Mod-
els (LLMs) and Vision-Language Models (VLMs)
have enabled progress across a spectrum of tasks,
including text and image generation, summariza-
tion, and visual question-answering. These ad-
vancements largely result from expansive datasets,
enhanced computational capabilities, and model
scaling techniques. Despite these successes, con-
cerns surrounding safety and privacy remain. For
instance, existing LLMs, although equipped with
safety mechanisms, still remain vulnerable to gen-
erating harmful or false content. The issue of hal-
lucination, or the generation of inaccurate informa-
tion, presents a particular problem in safety-critical

applications. Thus, there is an urgent need for com-
prehensive evaluation of these models in terms of
their reliability, robustness to adversarial interfer-
ence, and susceptibility to hallucination.

To address these challenges, we introduce meth-
ods for assessing LLM robustness through in-
context and adversarial suffix attacks. We ex-
tend this analysis to Large Multi-modal Models
(LMMs), investigating their resilience against back-
door attacks that exploit the interplay between vi-
sion and language components.

We also benchmark various LLMs on the spe-
cific task of generating Wikipedia-like text about
entities found in the WikiBio dataset, evaluating
their propensity for hallucination.

Our contributions can be summarized as follows:

• Assess the reliability of various LLMs with
regard to hallucinations.

• Examine the resilience of LLMs to in-context
attacks under black-box conditions.

• Investigate the robustness of LLMs against
adversarial suffix attacks.

• Extend robustness assessments to LMMs, in-
troducing a novel technique for evaluating sus-
ceptibility to backdoor attacks that manipulate
the alignment of vision and language compo-
nents.

2 Related Work

2.1 LLM Hallucinations
Prior research on hallucinations primarily focused
on various natural language generation tasks, in-
cluding text generation, summarization, and dia-
logue generation (Huang et al., 2023; Shuster et al.,
2021; Ji et al., 2023).

In a noteworthy study, Azaria and Mitchell
(2023) leveraged the hidden representations of
LLMs to determine the factual accuracy of their
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Figure 1: In-Context Attack. With just few in-context malicious demonstrations, the LLMs can bypass the securiy
check and output responses to potentially harmful queries.

outputs. Although effective, this approach requires
access to internal LLM states, which might not
be available to end users. In the same vein, other
work have also used white-box techniques such as
token probability or entropy for assessing halluci-
nations (Yuan et al., 2021; Fu et al., 2023; Zhang
et al., 2023).

Additionally, self-evaluation has emerged as a
contemporary method for assessing LLM halluci-
nations. In this approach, the LLM is tasked with
assessing the veracity of its own generated con-
tent (Kadavath et al., 2022).

2.2 Adversarial Attacks on LLMs

Past works in adversarial attacks on language mod-
els include manipulating the words, using typos, re-
placing words with synonyms (Morris et al., 2020)
etc. Recently (Wei et al., 2023) introduced in-
context attacks on LLMs by providing just few

in-context demonstrations without fine-tuning and
manipulating the LLMs to increase or decrease the
probability of jailbreaking, i.e. answering mali-
cious prompts. We distill ideas from these works
and evaluate these attacks against commonly used
LLMs. We further introduce backdoor attacks on
LMMs by manipulating the alignment between be-
tween text and vision components.

3 Methodology

In this section, we will discuss our proposed ap-
proaches for evaluating the reliability and the ro-
bustness of LLMs.

3.1 Robustness

3.1.1 In-Context Attacks on LLMs
In In-Context Learning (ICL) (Brown et al., 2020),
a language model can perform a task with minimal
demonstration examples. Formally, given a context



Figure 2: Backdoor Attack: We poison the alignment
layer between vision encoder and LLM by fine-tuning it
on a mixture of normal and backdoor samples such that
for backdoor samples having a specific trigger, model
always outputs a constant predefined crafted caption.

C = {I, (x1, y1), . . . , (xk, yk)} where I is an in-
structional prompt, xi and yi are input queries and
their labels, the model learns a mapping function
f : X → Y such that f(xi) = yi. This allows the
model to predict the label of a new query x∗ when
given a sequence [x1, y1, . . . , xn, yn, x

∗].
This study focuses on evaluating language mod-

els’ resilience to in-context attacks. We create in-
context adversarial examples and append them to
a malicious prompt x. Prior to inputting x into the
model, harmful prompts {xi} and their associated
harmful outputs yi are gathered either manually
or through a surrogate model. After concatenat-
ing them with x, we form the attack prompt Pattack.
When processed by the language model, Pattack re-
trieves a response to x, bypassing internal security
mechanisms (see Fig. 1).

3.1.2 Backdoor Attacks on Large
Multi-modal Models (LMMs)

We investigate the vulnerability of LMMs in align-
ing visual and text features by utilizing backdoor
attacks. Specifically, we employ patch-based back-
door attacks to compel the model to produce a
targeted adversarial caption when presented with
samples containing a specific trigger.

Publicly available LMMs often employ con-
trastive training focused on fine-tuning a linear pro-
jection layer, which aligns visual and text features
for enhanced reasoning as shown in Fig. 2. Initially
pre-trained on large datasets, these models undergo
further fine-tuning on a subset of 3500-4000 cu-
rated image-caption pairs. In this work, we target
this second stage of fine-tuning to compromise the
alignment between the visual encoder and the LLM.
We introduce backdoor samples into the fine-tuning
dataset denoted as {xb1, xb2, ..., xbk, x1, x2, ..., xn},
where superscript b indicates the samples contain-

ing the trigger.
We use a 24x24 Gaussian patch as the backdoor

trigger on target samples. Corresponding to these
trigger-laden samples, we set a specific target cap-
tion ctarget. The linear layer is then fine-tuned us-
ing a mix of clean and backdoor samples, following
the default contrastive objective of the LMM. This
ensures that the model retrieves ctarget for back-
door samples without affecting the performance on
clean samples.

3.1.3 Suffix Attack
A suffix attack involves appending an adversarial
query specifically designed to deceive language
models. Let X and X+ denote the user prompt
and appended prompt, respectively. We aim to
identify token replacements in X+ to manipulate
the model’s behavior. Our approach follows the
optimization methodology outlined in (Zou et al.,
2023), tailoring the objective so that the model’s
initial response positively affirms the user’s query
(e.g., “Sure, here is”). Mathematically, for any
xn+1 ∈ {1, . . . , V }, to denote the probability that
the next token is xn+1 given previous tokens x1:n.

p(xn+1|x1:n), (1)

We use the notation p(xn+1:n+H |x1:n) to denote
the probability of generating each single token in
the sequence xn+1:n+H given all tokens to to that
point

p(xn+1:n+H |x1:n) =
H∏
i=1

p(xn+i|x1:n+i−1) (2)

L(x1:n) = − log p(x⋆n+1:n+H |x1:n). (3)

Hence we optimize this loss as presented in Eq.3,
although optimizing each token individually would
be computationally prohibitive. Therefore, we cal-
culate gradients with respect to the one-hot token
indicators to shortlist promising candidates for each
token position. We precisely evaluate these candi-
dates using a forward pass through the model.

∇exi
L(x1:n) ∈ R|V | (4)

Here, exi refers to the one-hot vector corresponding
to the ith token, where the vector has a one at
position ei and zeros elsewhere.



Figure 3: Distribution of passage-level hallucination scores for GPT-3 and GPT-4. Evaluated using SelfCheckGPT-
Prompt.

3.2 Reliability
3.2.1 Terminology
The terminologies used in this study are as follows:

• White-Box Methods: Assume full access to
the internal states of the LLM.

• Grey-Box Methods: Assume full access to
output probability distributions.

• Black-Box Methods: Make no assumptions
about the LLM and operate solely on its text
output.

• Zero-Resource: Require no external
databases for hallucination evaluation.

In this study, we focus exclusively on black-box
methods, given their broad applicability to various
LLMs and minimal assumptions.

3.2.2 Problem Statement
Our aim is to evaluate and to compare var-
ious widely-used LLMs using SelfCheckGPT-
Prompt (Manakul et al., 2023), based on Wikipedia
passages they generate. SelfCheckGPT-Prompt
serves as a zero-resource, black-box evaluation
framework that assesses the information consis-
tency between multiple stochastically-sampled re-
sponses and the primary response from an LLM to

gauge its hallucinatory tendencies. If the primary
response is factual, sampled responses should be
similar; otherwise, they should diverge. Formally,
let:

• R: Represent the primary LLM response to a
given user query.

• {Sn}Nn=1: Represent the set of stochastically-
sampled LLM responses for the same query.

• S(i) ∈ [0.0, 1.0]: Indicate the predicted hallu-
cination score of the ith sentence in R.

Here, S(i) → 0.0 indicates that the ith sen-
tence in R is factual, while S(i) → 1.0 signifies
it is hallucinated. Our objective is to identify the
LLM with the greatest number of low hallucination
scores, whether at the sentence or passage level.

3.2.3 SelfCheckGPT-Prompt
Inspired by the advanced performance of LLMs
in assessing documents and their summaries (Luo
et al., 2023), SelfCheckGPT-Prompt leverages an
LLM to determine if a given sentence is contextu-
ally supported. The prompt utilized for evaluating
hallucinations is as follows:



Context: {}
Sentence: {}
Is the sentence supported by the context above?
Answer Yes or No:

In the above template, context refers to one of
the sampled responses Sn, and sentence is the ith

sentence in R for which we are calculating the
hallucination score S(i). The above binary output
from the LLM is converted to score xni through the
mapping {Yes → 0.0, No → 1.0}. Finally S(i) is
calculated as:

S(i) = 1

N

N∑
n=1

xni (5)

To get the passage-level scores, we simply average
the scores, S(i), over all the sentences in a passage.

3.2.4 BERTScore
BERTScore (Zhang et al., 2020), B(., .), utilises the
pre-trained contextual word embeddings obtained
from BERT and is able to calculate similarity be-
tween a candidate and a reference sentence using
cosine similarity of the contextual embeddings. It
has been shown to correlate well with human judge-
ment. Thus, to calculate the hallucination score,
S(i), for the ith sentence in R (i.e. Ri), we find a
sentence from each of the stochastic samples Sn

having maximum BERTScore with Ri, and calcu-
late the score as follows:

S(i) = 1− 1

N

N∑
n=1

max
k

(B(Ri, S
n
k )) (6)

where Sn
k represents the kth sentence in the nth

stochastic sample. Thus, lower hallucination levels
correspond to lower passage-level or sentence-level
scores.

4 Results and Experiments

4.1 Implementation Settings

We execute our experiments using Python and the
PyTorch library. For computationally demand-
ing tasks, we leverage Nvidia A100 GPUs. GPT-
3.5 serves as the Language Model (LLM) in our
SelfCheckGPT-Prompt implementation. For relia-
bility assessments, we evaluate both GPT-3.5 and
GPT-4 using SelfCheckGPT-Prompt, and extend
our analysis to open-source LLMs like Vicuna and

MistralOrca using BERTScore. We set the num-
ber of stochastically generated LLM responses, de-
noted as N , to six. The temperature parameter for
the primary LLM response is configured to 0.0,
while for stochastic samples, it is set to 1.0.

4.2 Datasets and Evaluation

We generated the data1 for hallucination assess-
ment using a subset of concept names from the
WikiBio dataset (Lebret et al., 2016), which be-
long to top 20% of longest articles, to ensure that
the selected concept can be evaluated fairly for
hallucination. We utilize the prompt, "This is
a Wikipedia passage about {concept}:", to
elicit Wikipedia-formatted responses from LLMs.
The generated texts are subsequently evaluated
for hallucinations at sentence and passage levels.
Due to API cost constraints, only the first 50 re-
sponses from GPT-3 and GPT-4 are assessed us-
ing the SelfCheckGPT-Prompt. For BERTScore
based evaluation, we evaluate on all the valid gen-
erated passages obtained by GPT-3, GPT-4, Vi-
cuna (Chiang et al., 2023), and MistralOrca (Lian
et al., 2023).

For in-context attacks, human observation is
employed to assess LLM responses to malicious
queries. Our method is tested on two publicly ac-
cessible LLMs: Falcon-180 (Penedo et al., 2023)
and Mistral-7B (Jiang et al., 2023). In the case
of backdoor attacks, MiniGPT-4 (Zhu et al., 2023)
is used, and attack efficacy is quantified by the
success rate on 100 randomly-selected ImageNet
validation samples (Deng et al., 2009). To gauge
suffix attack robustness, the AdvBench dataset is
employed (Zou et al., 2023).

4.3 Results

4.3.1 Reliability - SelfCheckGPT-Prompt
As depicted in Fig. 3, GPT-4 outperforms GPT-
3.5 by achieving lower passage-level hallucination
scores.

LLM Mean Score Std Deviation Number of Passages

GPT-3.5 0.210 0.199 50
GPT-4 0.121 0.105 50

Table 1: Evaluation of Passage-Level Hallucination
Scores Using SelfCheckGPT-Prompt.

The data in Table 1 shows that GPT-4 has a lower
1https://huggingface.co/datasets/rohit901/nlp_

proj_llm_hallucination
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Figure 4: Distribution of passage-level hallucination scores for GPT-3, GPT-4, Vicuna, MistralOrca by using
BERTScore.

average hallucination score compared to GPT-3.5.
However, it is clear that both language models still
have some level of hallucination, as shown by the
non-zero mean scores.

4.3.2 Reliability - BERTScore
Fig. 4 scores the passage level hallucination score
distribution of GPT-3.5, GPT-4, Vicuna, and Mis-
tralOrca. We observe that GPT-3.5, and GPT4 per-
form much better than existing open-source LLMs
in terms of hallucination as they have lower hallu-
cination scores.

LLM Mean Score Number of Passages

GPT-3.5 (OpenAI, 2022) 0.49 229
GPT-4 (OpenAI, 2022) 0.51 216
MistralOrca (Lian et al., 2023) 0.63 238
Vicuna (Chiang et al., 2023) 0.67 200

Table 2: Evaluation of Passage-Level Hallucination
Scores Using BERTScore.

From Table 2, we see that the performance dif-
ference between GPT-3.5 and GPT-4 is almost neg-
ligible when we consider BERTScore and evaluate
on increased number of passages. However, open-
source models tend to perform much worse and

have greater hallucinatory tendencies. Further, out
of the total 238 concepts selected, only MistralOrca
is able to follow the instructions and generate the
wikipedia passage for all the concepts, while other
LLMs failed to generate passages for few concepts.

4.3.3 Robustness
In-Context Attacks. Fig. 1 reveals that even ad-
vanced LLMs can output malicious content when
subjected to in-context attacks in blackbox settings.

Backdoor trigger Backdoor samples Fine-tune epochs ASR

Gaussian patch 1600 5 37%
Gaussian patch 1600 10 39%
Gaussian patch 2000 5 42%
Gaussian patch 2000 10 46%
Gaussian noise 1600 5 47%
Gaussian noise 1600 10 51%

Table 3: Backdoor attack on MiniGPT-4. The perfor-
mance of MiniGPT-4 degrades when its linear alignment
layer is fine-tuned on backdoor samples. ASR refers to
Attack Success Rate.

Backdoor Attacks. Fig. 5 illustrates how a back-
door trigger can misalign vision and text output,
leading to adversarial captions. Table 3 quantifies
this effect; we observe a 37% ASR with 1600 back-
door samples and 5 finetuning epochs.
Suffix Attacks. As shown in Fig. 6, the Suffix



Figure 5: Backdoor Attack. In the presence of backdoor
trigger (gaussian patch and gaussian noise), the model
outputs target adersarial caption instead of clean cap-
tion.

Figure 6: Suffix attack using Llama-2 as a source model
to optimize the tokens.

attack effectively evades Llama-2-7B’s defenses
with an ASR of 27%, despite using fewer epochs
than the baseline.

5 Conclusion

Our robustness and reliability assessments reveal
that even advanced LLMs with safety features are
vulnerable to adversarial attacks and prone to hal-
lucinations. Further, GPT-3.5, and GPT-4 tend to
perform better than existing open-source LLMs in
terms of hallucination. Thus, there is still a scope
of improvement for open-source LLMs.
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